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Abstract

Although the task of anticipating future actions
is highly uncertain, information from additional
modalities help to narrow down plausible action
choices. Each modality provides different environ-
mental context for the model to learn from. While
previous multi-modal methods leverage informa-
tion from modalities such as video and audio, we
primarily explore how text inputs for actions and
objects can also enable more accurate action antic-
ipation. Therefore, we propose a Multi-modal An-
ticipative Transformer (MAT), an attention-based
video transformer architecture that jointly learns
from multi-modal features and text captions. We
train our model in two-stages, where the model first
learns to predict actions in the video clip by align-
ing with captions, and during the second stage, we
fine-tune the model to predict future actions. Com-
pared to existing methods, MAT has the advantage
of learning additional environmental context from
two kinds of text inputs: action descriptions during
the pre-training stage, and the text inputs for de-
tected objects and actions during modality feature
fusion. Through extensive experiments, we eval-
uate the effectiveness of the pre-training stage, and
show that our model outperforms previous methods
on all datasets. In addition, we examine the impact
of object and action information obtained via text
and perform extensive ablations. We evaluate the
performance on on three datasets: EpicKitchens-
100, EpicKitchens-55 and EGTEA GAZE+; and
show that text descriptions do indeed aid in more
effective action anticipation.

1 Introduction

Suppose you go to a cafe and order a coffee and you see
your barista steaming milk, can you predict what they might
do next? Action anticipation is the task of predicting fu-
ture actions, using visual cues and data from other modali-
ties such as audio, sensor data, etc. from current and prior
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Figure 1: Anticipating actions ⌧a seconds after observing informa-
tion for ⌧o seconds using multiple modalities.

observations, as displayed in Figure 1. Predicting future ac-
tions is important for many Artificial Intelligence (AI) ap-
plications such as autonomous driving [Jain et al., 2015;
Rasouli et al., 2020], assistive robotics [Petković et al., 2019;
Koppula and Saxena, 2015; Korbar et al., 2018], augmented
reality, etc. For instance, a kitchen robot can preemptively
chop onions and hand them over if it can anticipate that the
recipe requires chopped onions to be added next.

This task, although seemingly straightforward for humans,
is a challenging task for deep networks due to uncertainty
of predicting the future, and large variability in the actions
the models have to learn. Models not only have to de-
tect the action happening at the observed time, but also
fuse information from all available modalities to anticipate
future actions. To formalize this task, challenging large-
scale datasets such as Epic-Kitchens and Ego-4D [Damen
et al., 2018; Damen et al., 2020; Grauman et al., 2022;
Stein and McKenna, 2013] have been developed, along with
accompanying benchmarks, challenges, and leaderboards for
state-of-the-art methods, for action anticipation, action recog-
nition, action detection etc.

Typically, short- and long-term action anticipation in-
volves extracting frame level features from videos and ag-
gregating them using either temporal recurrent [Furnari and
Farinella, 2019; Furnari and Farinella, 2020] and attention
modules [Girdhar and Grauman, 2021; Zhong et al., 2023], or
directly extracting video level features using attention [Gird-
har and Grauman, 2021; Wu et al., 2022; Roy and Fernando,
2023; Roy and Fernando, 2021]. Although previous frames
can be automatically ‘attended’ to, action anticipation us-
ing only videos–a single modality–still remains challenging,
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and the availability of additional and complementary modal-
ities is typically advantageous [Girdhar and Grauman, 2021;
Zhong et al., 2023]. For example, if an assistive robot is per-
forming a task with camera pointed away from the person,
and the person falls, the robot should still be able to react
in a timely manner if audio is being used as an additional
modality. Such scenarios demonstrate that information from
multiple modalities can aid in many tasks, including action
anticipation. Accordingly, recent works [Zhong et al., 2023;
Girdhar and Grauman, 2021; Thakur et al., 2023] have shown
that action anticipation greatly benefits from multi-modal
training, as well as knowledge from other visual and au-
dio cues such as active object detection, self-supervised fu-
ture feature prediction, speech recognition, and hand-object
contact information, typically by using modality specific en-
coders. Further, contrastive pre-training has also been em-
ployed for multi-modal setups, by aligning with text, e.g.,
CLIP [Radford et al., 2021] and other foundation models
[Girdhar et al., 2022; Girdhar et al., 2023; Wu et al., 2022;
Ni et al., 2022]. In contrast, we examine the necessity for
training such modality-specific encoders, and, instead aim to
determine if natural language descriptions are effective for
action anticipation. Therefore, we leverage language models
to generate features by encoding object and actions in text,
in lieu of relying on traditional feature extracting methods.
Further, we also study which modalities are more beneficial
and inspect how the accuracy of action recognition for the
observed frames affects anticipation.

In this paper, we present ‘Multi-Modal Anticipative Trans-
former (MAT)’ that utilizes contrastive pre-training for gen-
erated captions from actions for videos. As Large Language
Models (LLMs) are adept in giving long descriptions when
prompted, we utilize this feature to generate long descriptions
for actions that often involve additional knowledge on the en-
vironment and objects, e.g., kitchen vs living room, utensils
used etc., allowing MAT to encode this knowledge aiding in
action anticipation. We employ a two-stage network that first
learns to recognize actions by contrasting fused features from
multiple modalities against text, and subsequently predicting
future actions. The first stage utilizes a CLIP-like frame-
work which contrasts visual embeddings fused from multi-
ple modalities against text embeddings, enabling our model
to learn more descriptions for actions generated through GPT
models. In the second stage, these fused features are then
used to anticipate actions by training a classifier.

In summary, our contributions are:
• We propose a novel training protocol for predictive

video modeling by contrasting modality features against
action descriptions generated using LLMs.

• We propose and analyze using modalities in text format
(actions and objects as text) for predictive modeling, and
show that text based inputs generate strong features.

• We perform extensive analysis and ablations for differ-
ent design choices, pre-training protocols and modalities
used for our approach.

• We also conduct in-depth analysis on the affects of ac-
curate action prediction for the observed frames.

2 Related Work

Action Anticipation is the task of predicting future ac-
tions after certain time units in a given video clip. Al-
though the task has been explored extensively for third-
person videos [Abu Farha et al., 2018; Gao et al., 2017;
Huang and Kitani, 2014; Jain et al., 2016].

The release of large-scale egocentric datasets and chal-
lenges like Epic-Kitchen [Damen et al., 2018; Damen et al.,
2020], Ego-4D [Grauman et al., 2022] have fast tracked the
development for first-person scenarios as well. To model the
temporal progression of past actions, [Furnari and Farinella,
2020] used a rolling-unrolling-based LSTM network to an-
ticipate actions, such that rolling LSTMs account for the ob-
served video frames, while unrolling LSTMs accounted for
the anticipation. [Sener et al., 2020; Sener et al., 2021]
made use of long-range past information by building a multi-
scale temporal aggregating framework. In addition to gath-
ering strong visual features, recent methods have used other
visual cues like modeling the environment [Nagarajan et al.,
2020] or hand-object contact and activity modeling [Dessa-
lene et al., 2021]. More recently, the use of vision transform-
ers [Dosovitskiy et al., 2021] has also been explored. While,
AVT [Girdhar and Grauman, 2021] proposes causal model-
ing of video frames, and using self-supervision to learn the
future frame features, MeMViT [Wu et al., 2022] perform
multi-scale representation of frame features by hierarchically
attending the previously cached “memories”. AFFT [Zhong
et al., 2023] proposes a fusion method to effective fuse fea-
tures from multiple modalities and extend AVT for action an-
ticipation. [Roy and Fernando, 2023], AntGPT [Zhao et al.,
2023] and leverages the goal information to reduce the uncer-
tainty in future predictions. AntGPT [Zhao et al., 2023] trains
Large Language Models (LLM) to infer goals and model tem-
poral dynamics. In contrast, we use pretrained LLMs to gen-
erate additional contextual cues about the actions, and create
additional text based modalities from objects and actions.
Language Image Pre-training Training images jointly with
natural language text (e.g., captions) has been established
as an effective pre-training method for zero-shot learning,
open vocabulary testing, and as well as classification tasks.
CLIP [Radford et al., 2021], ALIGN [Jia et al., 2021],
FLorence [Yuan et al., 2021], X-CLIP [Ma et al., 2022]
have shown that training on large-scale image-text pairs us-
ing contrastive learning exhibits impressive performance for
zero-shot prediction. OWL-ViT [Minderer et al., ] uses
a CLIP-based contrastive approach to transfer image-level
pre-training to open vocabulary object detection. Similarly,
CoCa [Yu et al., 2022] is not only trained on the contrastive
loss, but also leverages generative modeling via the caption-
ing loss. Flamingo [Alayrac et al., 2022] on the other hand
interleaves visual data with text and produces free-form text
as output, demonstrating effective performance on several
downstream tasks. Such natural language supervision also
aids in video representation learning. For instance, [Berta-
sius and Torresani, 2020] used a visual detector to map every
object instance in the video frame into its contextualized word
representation obtained from narration. Building on these
works, we propose a CLIP-like architecture that learns from
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Figure 2: Overview of our architecture: we split the training into two stages. In the first stage, contrastive training, we fuse embeddings from
different modalities using a Fusion Module F , followed by an anticipation module B. The output is contrasted against the action descriptions
generated from ChatGPT. The second stage involves action anticipation, i.e., utilizing a linear layer to predict actions.

generated captions. We also investigate the effectiveness of
using descriptions and simple prompts during training.
Multi-modal training Typically, modalities used for ac-
tion anticipation include RGB images, optical flow, ob-
ject information, IMU, and audio [Girdhar and Grauman,
2021; Furnari and Farinella, 2019; Sener et al., 2020;
Wu et al., 2021; Zatsarynna et al., 2021; Zhong et al.,
2023]. Features from each modality are simply aver-
aged, either weighted [Girdhar and Grauman, 2021] or un-
weighted [Furnari and Farinella, 2019], or an Multi-Layer
Perceptron (MLP) is used [Kazakos et al., 2019]. Recently,
multi-head cross attention is being employed to attend over
different modalities [Zhong et al., 2023; Liu et al., 2021].
However, training modality specific encoders can be compu-
tationally expensive. Instead, we explore the usage of text
based inputs as modalities ie objects and actions detected in
text form in lieu of visual features. To this end, we propose
an architecture which contrasts fused features from different
modalities including text from actions and objects detected in
the video, with descriptions generated from action labels.

3 Methodology

Our model architecture (illustrated in Figure 2) comprises
two stages: pre-training and fine-tuning. During pre-training,
the model consists of M modality specific feature extractors
Bm,m 2 {1, . . . ,M}, and a fusion model F . The fine-tuning
stage has an additional classifier that predicts the action, and
the model is trained end-to-end. We follow [Zhong et al.,
2023] for the fusion module and a variation of the GPT2
model used in [Girdhar and Grauman, 2021] for feature an-
ticipation to predict ẑi+1 = D(zi), i 2 {1, . . . , T}. In what
follows, we detail the two stages, along with the implementa-
tion details.

Action
mix

mushroom

  1. Combine the mushrooms together by stirring them with a spoon or fork. 
  2. Mix the mushrooms by tossing them together with a spatula or tongs.
  3. Blend the mushrooms by stirring them gently with a wooden spoon or whisk.
  4. Merge the mushrooms by using a spoon or fork to toss them together.
  5. Integrate the mushrooms by mixing them with a wooden spoon or spatula.
  6. Combine the mushrooms by folding them together with a rubber spatula or spoon.
  7. Homogenize the mushrooms by gently mixing them with a wooden spoon or tongs.
  8. Interact the mushrooms by tossing them together with a whisk or fork.
  9. Unify the mushrooms by using a spoon or spatula to mix them together.
10. Knead the mushrooms together by mixing them with a spoon or fork.

Action
take 

chopstick

  1. Use chopsticks to grasp food and bring it to your mouth.
  2. Take the chopsticks and use them to pick up the food.
  3. Hold the chopsticks and use them to retrieve the food.
  4. Use your chopsticks to pick up the food from your plate.
  5. Grasp the food with your chopsticks and bring it to your mouth.
  6. Pick up the food with your chopsticks and enjoy it.
  7. Take the chopsticks and use them to gather the food.
  8. Use your chopsticks to collect the food and savor it.
  9. Grasp the food with your chopsticks and take a bite.
10. With your chopsticks, take the food and enjoy its flavor.

Figure 3: Descriptions generated using ChatGPT API for actions
in the EPIC-Kitchen dataset. The descriptions generated add more
contextual cues for the model to learn from. For instance, for the
action take chopsticks, the description is already alluding to the fu-
ture action of “picking up food” or “eating” taking place. During
training, for every action, we randomly select one description.

3.1 Action Anticipation

As illustrated in Figure 1, for each action segment starting at
⌧s, the goal is to recognize the action using ⌧o length of video
segment ⌧a units before it, i.e. from ⌧s � (⌧a + ⌧o) to ⌧s � ⌧a.

The anticipation time ⌧a is usually fixed for every dataset,
while the observation time ⌧o can be varied. We extract T
temporally sequential inputs for M modalities and denote it
as xm

i , i 2 {1, . . . , T} and m 2 {1, . . . ,M}. For all our
training protocols, all modality feature are extracted from pre-
trained models.

3.2 Pre-training Network

We employ a CLIP-like [Radford et al., 2021] architecture,
where the embeddings from different modalities (e.g., images
and audio) are contrasted against text embeddings, which



comprise augmented action classes (detailed below). In what
follows, we detail the encoders for the modalities, and the
losses used for training.

Visual Representation: Given a video segment V consisting
of T frames, the backbone network B extracts features for
each frame. Following [Zhong et al., 2023], we use the Swin
transformer features extracted with Omnivore [Girdhar et al.,
2022], that was trained for action recognition.

Text Representation: In our framework, we use several
forms of text data. For action classes against which other
modality features are contrasted, we use a pre-trained CLIP-
based text encoder and finetune it on our datasets. However,
to diversify the text inputs, we use GPT3.5 [Brown et al.,
2020] from the OpenAI API to convert the classes into sen-
tences using the prompt “Describe <xyz> action in 1 sen-
tence in 10 different ways”, and randomly select one response
during training. We provide examples in Figure 3 and a dis-
cussion in Section 4.1. When additional modalities like ob-
jects and actions are used, we use pre-trained CLIP based
Text Encoder [Radford et al., 2021].

For objects detected from a pre-trained FasterRCNN
model [Furnari and Farinella, 2020], we obtain text features
by using the phrase “A video containing the following ob-
jects: <list of objects>”, with the aforementioned text en-
coder. Similarly for actions, the prompt used was “A video
containing the following actions: <list of action>”. As some
of the datasets do not have dense action annotations, when
action is not available, we use the “no action” tag. During
both training and testing, we use ground-truth action labels.
However, we analyze the impact of the action recognition ac-
curacy on action anticipation performance in Section 4.3.

Cross Modal Fusion: In order to fuse information from
multiple modalities xm

i , we follow [Zhong et al., 2023] and
use self-attention fuser (SA-Fuser) blocks. It applies L con-
secutive Transformer encoders at each time step with dimen-
tionality of d and k attention heads and contains a learnable
token x⇤. The final output is the mean of all learnable tokens.

Pre-training: The Fused embeddings are passed through
a variation of the GPT-2 [Radford et al., 2019] module to
predict the future features

ẑ1, . . . ẑT = D(z1, . . . , zT ) (1)
where ẑt is the predicted feature corresponding to the frame
zt after attending to all the frames z1, . . . , zt�1. We refer the
reader to [Girdhar and Grauman, 2021] for more details.

Features at zT , which have attended over all the frames, are
then trained to align with the text embeddings via contrastive
learning.

For a batch size B with C classes, the loss is defined as:

Lv2t =
1

B

BX

i=1

log
exp(s(vi, ti))PB
j=1 exp(s(vi, tj))

Lt2v =
1

B

BX

i=1

log
exp(s(vi, ti))PB
j=1 exp(s(vj , ti))

Lcross = Lv2t + Lt2v

(2)

Following AVT [Girdhar and Grauman, 2021], we also uti-
lize a self-supervised feature loss Lfeat in addition to the

Dataset ⌧a Modalities Metrics

EGTEA+ 0.5s RGB, Flow Top-1, cm Top-1
Ek55 1.0s RGB, Obj, Flow, Audio, Objects (text), Actions(text) Top-1, Top-5
EK100 1.0s RGB, Obj, Flow, Audio, Objects (text), Actions(text) Recall@5

Table 1: Modalities and metrics used for different datasets.

contrastive loss. Therefore, our final loss function is L =
Lcross + Lfeat, where Lfeat is defined as mean squared er-
ror between ẑt and zt+1, which matches the future features
predicted with the true features in a self-supervised manner.

3.3 Fine-tuning Network

During the fine-tuning stage, we perform training for the ac-
tion anticipation task. We use the features obtained from the
feature anticipation module, ẑT , in conjunction with a linear
layer, and train with the cross entropy loss Lcls.

3.4 Implementation details

We process the input videos similar to [Girdhar and Grau-
man, 2021], and sample 16 frames at 1 Fps for most experi-
ments, by setting ⌧o = 16s. We pre-process the video by ran-
domly scaling between 248 and 280px, and take crops with
224px at training time.

We use the Swin Transformer from Omnivore [Girdhar et
al., 2022] for the video features, and use GPT-2 for tempo-
ral learning. We use pre-trained CLIP based text encoder,
processor, and tokenizer, provided by [Wolf et al., 2020].
During pre-training, the encoded features are projected to
1024 dimensions. In the fine-tuning stage, the fused features
are passed through a linear layer. We train our model with
SGD+momentum using learning rate = 1e�3 and weight de-
cay = 1e�6 for 50 epochs, for both pre-training and fine-
tuning. Further, we use a cosine annealing learning rate
schedule with a warmup for 20 epochs, and the training is
performed on Nvidia A40 GPUs. We use a mix of augmenta-
tions such as jittering, brightness, saturation, contrast and hue
and random flipping during training.

For the optical flow and object features, we use the official
RULSTM [Furnari and Farinella, 2020] repository, and for
audio, we use features provided by [Zhong et al., 2023]. Fol-
lowing [Kazakos et al., 2019], 1.28s of audio was extracted,
converted to single channel, and resampled at 24kHz, for ob-
taining the log-spectrogram representations (STFT of win-
dow length 10ms, 256 band frequency). This was then fed to
TSN [Wang et al., 2016] and trained for action recognition.

4 Experiments

To demonstrate the effectiveness of our pre-training protocol,
we empirically evaluate our method on benchmarks covering
both first and third person views. We detail the datasets and
metrics used below, followed by our experimental results and
discussions.

4.1 Experimental setup

Datasets and metrics: We evaluate on three popular action
anticipation datasets: (i) Epic-Kitchens 100 (EK100) [Damen
et al., 2020], which is a large egocentric video dataset with
700 long unscripted videos of cooking activities totaling 100



Model Top-1 Class mean acc
Verb Noun Act. Verb Noun Act.

I3D-Res50 [Carreira and Zisserman, 2017] 48.0 42.1 34.8 31.3 30.0 23.2
FHOI [Liu et al., 2020] 49.0 45.5 36.6 32.5 32.7 25.3
AVT(TSN) [Girdhar and Grauman, 2021] 51.7 50.3 39.8 41.2 41.4 28.3
AFFT* [Zhong et al., 2023] 52.1 50.7 41.4 38.4 43.7 31.8

Ours (w/ flow) 53.0 50.8 41.7 42.2 45.0 32.9

Table 2: EGTEA Gaze+ Model performance for Split=1 at ⌧a =
0.5s. * indicates that the model was retrained. Bolded values indi-
cate highest score.

hours. The dataset consists of 90K segments, and has 3807
action classes, 97 verbs and 300 nouns. We report the class-
mean Recall@5 for actions, verbs and nouns; (ii) EpicK-
itchens 55 (EK55) [Damen et al., 2018] is an earlier version of
Epic-Kitchens 100. For comparison to existing approaches,
we report the test accuracy on this dataset as well. EK55 has
about 39K segments, and 2513 action classes, 124 verbs and
351 noun classes. For EK55, we report Top-1 and Top-5 for
actions, verbs and nouns. We use the standard train and val
splits to report performance. (iii) EGTEA Gaze+ [Li et al.,
2018], an egocentric dataset containing about 10K segments,
and 19 verbs, 51 nouns and 106 unique actions. Following
[Girdhar and Grauman, 2021], we report the performance on
the first split of the dataset at ⌧a = 0.5s. We report the Top-1
and class-mean(cm) Top-1 accuracies for actions, nouns and
verb.
Modalities: We summarize the different modalities used in
Table 1. We use pre-trained TSN features provided by the
official repositories [Furnari and Farinella, 2020; Zhong et
al., 2023] for object features, audio, and flow. For objects,
we use the FasterRCNN model trained on Epic-Kitchen 55
dataset [Furnari and Farinella, 2020], and use a threshold of
0.15 to pick the top 5 objects for every image. In Section
4.3, we further evaluate if the objects in text form are more
beneficial to the learning than object features extracted from
fasterrcnn models. For actions, we use the ground truth la-
bels provided by the dataset during training and evaluation.
We evaluate the impact of action recognition accuracy and
discuss the results in Section 4.3.
Baselines: In addition to comparing our method to its
variants containing different modalities, we also evaluate
against the state-of-the-art for action anticipation, includ-
ing, RULSTM [Furnari and Farinella, 2020], AVT [Gird-
har and Grauman, 2021], ActionBanks [Sener et al., 2020],
AFFT [Zhong et al., 2023], and MeMViT [Wu et al., 2022].
RULSTM [Furnari and Farinella, 2020] leverages a ‘rolling’
LSTM to encoder the past and an ‘unrolling’ LSTM to
predict the future. ActionBanks [Sener et al., 2020] im-
proves over RULSTM by carefully leveraging long-term ac-
tion blocks and non-local blocks. AVT [Girdhar and Grau-
man, 2021] uses an attention-based video modelling archi-
tecture that attends to previous frames to anticipate the fu-
ture. MeMViT [Wu et al., 2022], on the other hand, processes
videos online by using cache “memory”, through which the
model learns to refer prior context for long-term anticipa-
tion. AFFT [Zhong et al., 2023] improves on AVT by us-
ing multiple modalities, and using self-attention modules to
fuse the features together. For fair comparison, as we re-train

the AFFT model on our local environment setup, there is a
small discrepancy in performance relative to the published
paper. As the goal of this paper is to demonstrate the effec-
tiveness of learning from text embeddings, we do not com-
pare against other state-of-the-art methods that have a com-
pletely different architecture like [Roy and Fernando, 2021;
Roy and Fernando, 2023].
ChatGPT generated action descriptions: We provide ex-
amples of the descriptions generated using the ChatGPT API
(with GPT3.5 Turbo) on the action classes in Figure 3 for
EpicKitchens datasets. We see that in the descriptions, there
are generally mentions of other objects that are used when
the source action takes place. For the action “take chop-
sticks”, the descriptions provided by the ChatGPT API are
very informative, as most often, chopsticks are used to grab
or gather food. Similarly, for the “mix mushroom” action,
most often there is an involvement of a tong, spoon or a spat-
ula. However, during the generation, there were classes like
“take finger:lady”, which the API wasn’t able to recognize
as the vegetable “lady finger”, in which case we manually
generate the descriptions by altering the action. Similarly,
as action classes were generated for all verb noun pairs, the
API was unable to generate descriptions for actions like “take
TV”, “consume garbage”, and “stab hand” due to ethical rea-
sons. In such cases, we added descriptions like “Do not eat
garbage” and “Do not stab hand” to avoid the model from
learning it as a class. We believe further care needs to be
taken to clean out such descriptions.

4.2 Comparison against baselines

EGTEA+ In Table 2, we compare our results on split 1 (as
in [Liu et al., 2020]) at ⌧a = 0.5s. In addition to the RGB
data, we use the flow data provided by [Furnari and Farinella,
2020]. Similar to AFFT, we use the pre-trained TSN features
for RGB inputs. For EGTEA+ dataset, in order to evaluate
the effectiveness of contrastive pre-training, we do not gener-
ate action descriptions using ChatGPT, instead use a simple
prompt - “This is a video with < xyz > action”. Although
our model was trained with this simple prompt, we see an im-
provement of 4% in class mean accuracy for verbs, and over
1% for nouns and actions, outperforming all baselines. We
also note that the results for AFFT were obtained by using
the official code on our local environment.
Epic-Kitchen In Table 3 and Table 4, we compare the per-
formance of our method to state-of-the-art methods for EK55
and EK100 datasets. For EK55, we generate the results for
the AFFT model using the authors’ code. We first compare
the performance when all layers save the classifier are kept
frozen during the second stage of training (rows highlighted
in green ) against baselines. By using GPT generated de-
scriptions during pre-training, we get an improved perfor-
mance of 1% on Top-5 and 0.6% on Top-1 metrics for actions
and nouns. When all layers are fine-tuned, we outperform all
methods for noun and action classification in Top-1 metrics,
and perform comparably on Top-5 for actions. Therefore, we
observe that when GPT generated captions are used during
pre-training, the model is able to learn stronger features about
actions and objects (nouns) in the scene as the generated de-
scriptions often contain more details about what objects are
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RGB+Obj+AU+Flow(Baseline)

RGB+Obj+AU+Flow+Objects
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Figure 4: Recall@5 for verb, noun and actions on the EK100 dataset for different modality combinations. The first bar is the baseline (i.e.,
AFFT) using (RGB+Obj+Flow+Audio) modalities. Objects and actions are used as input by converting them to text through – “A video
containing the objects/actions <xyz>”, and embeddings from the text encoder are used in the fusion module.

Method Verb Noun Action
Top-1 Top-5 Top-1 Top-5 Top-1 Top-5

RULSTM 32.4 79.6 23.5 51.8 15.3 35.3
ActionBanks 35.8 80.0 23.4 52.8 15.1 35.6

AVT+ 32.5 79.9 24.4 54 16.6 37.6
AFFT 34.9 78.7 26.2 53.9 17.0 34.3

Ours (w/o gpt) 32.8 78.7 23.7 51.2 14.3 31.4
Ours (w gpt) 32.8 78.9 23.1 52.3 14.9 32.6

Ours 35.1 80.7 25.7 55.3 16 36.5
Ours* 19 38.6

Table 3: EK55 val sets. Comparison of state-of-the-art method on
the validation set of Ek55 using all the modalities. * indicates that
additional action and objects modalities in the text form were used.
w/o gpt indicates that the model was not pre-trained using GPT de-
scriptions. Rows in green have fozen layers, and only the final clas-
sifier layer is trained during the second stage of the training, while
the rest of the methods are fine-tuned.

Method Overall Unseen Tail
Verb Noun Action Verb Noun Action Verb Noun Action

RULSTM 27.8 30.8 14.0 28.8 27.2 14.2 19.8 22.0 11.1
TempAgg 23.2 31.4 14.7 28 26.2 14.5 14.5 22.5 11.8

AVT+ 28.2 32.0 15.9 29.5 23.9 11.9 21.2 25.8 14.1
MeMViT 32.3 37.0 17.7 28.6 27.4 15.2 25.3 31.0 15.5

AFFT 22.4 32.4 18.1 26.5 26.8 15.3 14.6 24.3 15.9
Ours 21.9 32 18.4 25.8 26.2 16.2 14.0 24.0 16.0
Ours⇤ 26.3 43.9 23.7 30.0 37.9 22.1 18.6 37.9 21.0

Table 4: EK100 val set performance: comparison of state-of-the-
art method on the validation set of EK100 using all the modalities.
MeMViT uses only RGB data, while the rest use multiple modali-
ties. * indicates that additional action and object modalities in the
text form were used.

used for the said action to take place, where it occurs etc.
When we fine-tune the entire network, we observe clear per-
formance improvements for the Top-5 metric for all classes
compared to AFFT, whereas the performance is comparable
to other baselines. It is worth noting that, similar to AFFT,
our model was trained on pre-extracted features.

For EK100, we compare our two-stage network against
single-stage methods, as well as using action and object in-
formation via text in Table 4. We seen an absolute 1% im-
provement for the tail classes for actions, and 0.3% overall.
In addition, we also see a substantial improvement of 5% for
actions when text inputs are used. MeMVit, trained only on

RGB data, but trained for long term modeling consistently
performs better than our method, AVT+ and AFFT for verb
classification. This can be expected as our model is designed
similar to AVT (backbone and Future prediction) and AFFT
(fusion model). We also hypothesize that training MeMViT
with these additional modalities will only help improve the
performance.

4.3 Ablations and Analysis

Impact of different modalities: In Figure 4, we explore the
contributions of various modalities to performance. For all
the experiments, we use the objects provided by [Furnari
and Farinella, 2020], and ground truth labels for actions. We
see that when objects detected by FasterRCNN are used in
addition to the baseline modalities, we see an improvement
in overall noun predictions, and action prediction for unseen
data. However, we see a significant improvement when the
action labels are used. Using actions as one of the ‘modal-
ities’, we ablate over different combinations of the remain-
ing modalities, and see that the performance improvement re-
mains consistent. Particularly, when only flow and text for
actions and objects are used, we still see an overall improve-
ment of 5% for action prediction. Adding RGB features only
improves the accuracy by a small percentage, indicating that
when text inputs are present, the model gravitates towards
learning from text more than the other modality features. We
also observe that audio is another modality that improves ac-
tion anticipation. However, adding the FasterRcnn objects
does not improve performance by significant margins.

To understand the impact of using object information as
an additional modality, we examine the detected objects and
the actions in Table 5. We see that for rows 1 and 3, the
object required for the action prediction is not detected by
the FasterRcnn model with high probability. For rows 2 and
4, while the object was detected, presence of other objects
make the action prediction challenging. On the other hand,
actions (which are often defined as a verb-noun pair) give
more information about the objects being interacted and the
actions in the observed frames. Therefore, while detecting
objects accurately is essential and makes one part of the ac-
tion (<verb,noun>), it is also vital that an active hand-object



Figure 5: Impact of action recognition accuracy on the prediction of verbs, nouns and actions for EK100. Values in dashed lines are the
corresponding results from the AFFT baseline.

FasterRCNN objects Actions Future Action

1 ‘sponge, tap’, ‘sponge, tap’,‘sponge, tap’,‘sponge, tap’, ‘sponge, tap’,
‘sponge, tap’,‘sponge, tap’, ‘sponge, tap’,‘sponge, tap’,‘sponge, tap’

‘wash plate’, ‘wash plate’, ‘no action’, ‘wash plate’,
‘wash plate’, ‘wash plate’, ‘wash plate’, ‘wash plate’,
‘insert plate’, ‘insert plate’, ‘wash sponge’,‘wash sponge’,
‘wash sponge’, ‘wash sponge’,‘wash sponge’, ‘wash sponge’

Wash cloth

2 ‘bin, spoon’, ‘bin’, ‘knife, ’, ‘knife, ’, ‘bin’, ‘bin’, ‘bag’, ‘bag’, ‘bag’,
‘bin, bag’, ‘bin, bag’,‘bin, bag’, ‘bin, bag’, ‘bin, bag’, ‘bin, bag’, ‘bin, bag’

‘wrap bag’, ‘wrap bag’, ‘wrap bag’, ‘wrap bag’,‘wrap bag’,
‘wrap bag’, ‘wrap bag’, ‘wrap bag’,‘wrap bag’, ‘wrap bag’,
‘wrap bag’, ‘wrap bag’,‘wrap bag’, ‘wrap bag’, ‘wrap bag’

Tie Bag

3

‘cupboard’, ‘cupboard’, ‘cupboard’, ‘cupboard’, ‘cupboard’,
‘pan,cupboard’,‘pan,cupboard’, ‘cupboard’, ‘cupboard’, ‘cupboard, lid’,
‘pan,cupboard’, ‘pan,cupboard’,‘pan,cupboard’, ‘pan,cupboard’,
‘pan,cupboard’, ‘pan, ’

‘take plate’, ‘take plate’, ‘take plate’, ‘take plate’,
‘take plate’, ‘no action’, ‘open cupboard’, ‘no action’,
‘insert plate’, ‘insert plate’, ‘no action’, ‘no action’,
‘take cup’,‘no action’, ‘open cupboard’, ‘insert cup’

Put-into Cup

4

‘bowl,spoon, tap, knife’, ‘bowl,spoon, tap, knife’, ‘bowl,spoon, tap, knife’,
‘bowl, spoon, cup, tap, knife’, ‘bowl, spoon, tap, knife’, ‘bowl, spoon, tap, knife’,
‘bowl, spoon, cup, knife, bottle’, ‘bowl, cup, tap, knife, lid’, ‘bowl,knife, tap’,
‘bowl, spoon, tap, knife, lid’, ‘bowl, spoon, tap, knife’, ‘bowl,knife, tap’,
‘bowl, spoon, tap, knife’, ‘bowl, spoon, tap, knife, sponge’, ‘knife,tap, spoon’

‘wash cup’, ‘wash cup’, ‘no action’, ‘wash spoon’,
‘wash spoon’, ‘put spoon’, ‘wash cup’, ‘wash cup’,
‘wash cup’,‘wash cup’, ‘wash cup’, ‘wash cup’,
‘wash cup’, ‘no action’, ‘no action’, ’ turn-off tap’

Turn-off tap

Table 5: Per frame objects and actions detected in a video clip in EPICKitchens-100 dataset. The objects are detected using FasterRCNN
trained on EK55 dataset. We set a threshold of 0.15, and select only top 5 objects per frame. Actions described here are the ground truth
annotations. When actions are not detected, a ‘no action” label is used instead.

interaction be detected.
Effect of actions: In Figure 5, we evaluate how accurate
action recognition impacts the performance for action antic-
ipation. During evaluation, we vary the % age ground-truth
action labels used by randomly sampling actions for every
frame. When 20% actions are predicted, it implies that 80%
of the times actions were randomly sampled (i.e., they are
incorrect). We notice that as the action recognition accu-
racy increases, the noun predictions also increase drastically.
Adding recognized actions as an additional modality starts to
aid in performance when the accuracy of action recognition
exceeds 70%. We believe that since the text inputs provide
stronger features to the model (as seen from modality abla-
tions), having incorrect actions confuses and deteriorates the
performance. However, for unseen classes, an action recogni-
tion accuracy of 55% results in performance increase. Over-
all, we observe that with accurate action and object recogni-
tion systems, inputs in the text format can greatly improve
prediction performances, without having to train modality
specific encoders.

5 Conclusion and Future Work

In this work, we presented Multi-Modal Anticipative Trans-
former(MAT) – a contrastive learning method that learns con-

textual information from descriptions generated from actions.
The goal of the paper was to evaluate the impact of text based
input modalities for action anticipation. We first demon-
strated this through a contrastive learning based pre-training
protocol, where the model is trained to align the fused modal-
ity features with the descriptions generated by LLMs. Sec-
ondly, we used the actions and objects detected in the video
as text inputs, and fused the text embeddings to other modal-
ities, and thereby observed a significant improvement in the
accuracy. We further analyzed the effect of different modal-
ities on performance, and also the impact of the accuracy of
action recognition. While we trained to align the modality
features with action descriptions from ChatGPT through con-
trastive learning, learning with small batch sizes tend to be
sub-optimal. To this end, we would like to utilize VLMs
to prompt videos and learn the actions, objects, context etc.,
and to utilize this towards anticipating actions. In the future,
we would like to utilize a pre-training stage similar to Im-
ageBind [Girdhar et al., 2023], which learns from multiple
modalities and datasets. However, initial experiments showed
that this is challenging with smaller batch sizes and existing
computational constraints, requiring careful handling of data
and model architectures.
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