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• Task: predicting future actions based on video input and other modalities.
• No limit on observation period.
• Anticipation starts after a gap of 𝜏a seconds.
• Observed actions are not available during inference.

Pretrain Stage:

• With RGB as input, visual 
embedding is contrasted with 
text embeddings from GPT 
descriptions of actions

Finetune Stage:

• All modalities are introduced
• Observed actions and 

objects are introduced as 
inputs, in text form.

• Trained to predict actions

• Comparable performance to baseline.
• Effective contrastive learning requires large 

datasets and training in large batches. • Pretraining outperforms single modality training
• Action and object info. outperforms by ~5%.

• Using action and objects as input improves 
performance! 

• Action recognition accuracy needs to be ~70% to 
outperform baselines.

Removal of 
augmentations 
and GPT 
descriptions during 
pre-training reduce 
performance! 

Additional 
modalities help 

improve 
performance! 

• Action and object information is highly useful.
• Incorporating action/object via text 

descriptions is a viable solution, especially 
when training an LLM is infeasible.

• Accurate action recognition is important for 
action prediction. 

Open 
Door

Take 
Celery

Close 
Door

Observed Time !! Anticipative Time !! Future Action

Observed Unobserved

Take
Tofu

Take 
Container

Vi
de

o a
nd

 ot
he

r 
m

od
ali

tie
s


